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1. Purpose

In the framework of the research project of Klein (1998), detailed time-dependent
information of the flow fields in two distinct geometric configurations (homogeneous,
isotropic flow; plane channel flow) is needed for the purpose of analyzing the behavior
of small-scale instabilities and their influence upon the turbulent energy cascade. Here
we describe the current state of our ongoing effort of generating those fields via direct
numerical simulation (DNS) in the latter case of plane channel flow.

2. The plane channel flow configuration and its simulation

In order to simulate flow in a plane channel, we solve the Navier-Stokes equations
for an incompressible fluid in a box that is doubly periodic in the streamwise (x) and
spanwise (z) directions and spans the full channel height 24 in the wall-normal direction
(y; cf. figure 1).

Our numerical method is similar to that of Kim, Moin & Moser (1987) inasmuch as
the governing equations are written in terms of the wall-normal vorticity w, and the
Laplacian of the wall-normal velocity, ¢ = V?v (thereby eliminating all pressure terms).
The spatial discretization is fully spectral, using Fourier series in (z, z) and a Chebychev
polynomial expansion in y. The time discretization is third order Runge-Kutta for the
non-linear convective terms - which are constructed in physical space using de-aliasing
in (z, z) according to the 2/3 rule - and implicit Euler for the viscous terms. Note that
no de-aliasing of Chebychev modes is employed in accordance with results of Uhlmann
(20000).

The velocity components are deduced from the evolution variables by means of the
continuity equation and the definition of vorticity. The (0,0)-mode of velocity (i.e. the
(z, z)-planewise mean), however, is obtained directly by integrating the momentum equa-
tion in “primitive” variables, using a driving force that is equal to the global wall-friction.
The mass flow-rate is explicitly kept constant (cf. details in appendix A) and the mean
pressure gradient as well as the wall-shear stress are a function of time. Details of the nu-
merical method and its implementation for multi-processor distributed memory machines
can be found in Klein & Uhlmann (2000).

3. Scales in wall-bounded turbulent flows

In pipe or channel flow an integral balance of the ensemble-averaged momentum equa-
tion shows that the total shear stress varies linearly with wall-distance, with the wall shear
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FIGURE 1. Schematic of the plane channel flow configuration and the rectangular computa-
tional domain of dimension L, X 2h X L, in the streamwise, wall-normal and spanwise direction
respectively.

stress £7, as the boundary condition on both sides. The friction velocity u, = /7, can
therefore be understood as a scale for the velocity fluctuations throughout the chan-
nel height. In the immediate vicinity of the wall, where turbulent fluctuations can be
neglected with respect to viscous terms, mean velocity itself varies linearly with wall-
distance which in turn leads to the definition of a viscous length scale §, = v/u,. So-called
“wall-units” can then be defined and indicated by a “+”-superscript, e.g. dimensionless
length 27 = zu, /v, velocity vT = v/u,, time t+ = tu2/v and vorticity w* = wr/u2.
At the wall, the viscous length scale is equivalent to the Kolmogoroff scale in isotropic
turbulence 0, ~ n (Jiménez 2000b). On the other hand, the friction Reynolds number
Re,; = u.h/v takes the corresponding place of the large (integral) scale Reynolds number
Rey, = v/L/v. The difference with idealized isotropic turbulence is that the two scales d,
and h are spatially separated (Jiménez 20000):

We can think of the core of the pipe as ‘normal’ turbulence, with a full cascade
and a full range of length scales. As we approach the wall, however, the large scales
don’t ‘fit” anymore, and only the Kolmogorov range is left.

In the zone of overlap between the two aforementioned regions, classical arguments lead
to a logarithmic velocity profile. Let us simply mention that there exists an ongoing
controversy in the literature concerning both, the adequacy of the use of the viscous
velocity scale in the outer layer as well as the non-use of the outer length scale in the
overlap region.

4. Some words on turbulence regeneration and autonomy

Jiménez & Moin (1991) identified what has become known as the “minimal flow unit”
which is necessary for turbulence to be sustained in plane channel flow. Its extent scales
in wall units and is given as L} ~ 100 and L} = 250—350. By reducing the periodic box
to this elementary size, one effectively singles out an arrangement of an identical set of
near-wall (i.e. buffer-layer) structures consisting of a pair of streaks and quasi-streamwise
vortices.

More recently, Jiménez & Pinelli (1999) have shown the near-wall zone to be effectively
autonomous, i.e. being capable to sustain “realistic” turbulence without any influence of
the outer flow other than the existence of a mean shear. When all turbulent fluctuations
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case Re; Reo Rey L, L. Nipx Nyx N, AL AY Af

I 180 3250 2925 3mh wh 192x 97x128 8.8 4.4 5.9
II 395 7881 6876 2mh wh 256x193x256 10.0 6.5 6.5
IIT 590 12486 10972 2mwh wh 384x257x384 9.7 4.8 7.2
IV 590 12486 10972 27h wh 600x385x600 6.1 3.0 4.8
V 190 3300 2970 2wh wh 600x385x600 2.0 1.1 1.6

TABLE 1. Parameters of the different plane channel flow simulations: friction-velocity-based,
centerline-velocity-based and bulk-velocity-based Reynolds number; box size; number of modes
(before de-aliasing); equivalent grid size (note that qu corresponds to the maximum vertical
grid size near the centerline) while the wall-normal Gauss-Lobatto grid point positions are given
by y = (1 — cos(mj/(Ny — 1)) Re.

are explicitly filtered out above a height y; in an artificial numerical experiment, the near-
wall statistics remain relatively unchanged. The minimum filter height was determined
as y}r ~ 70.

The above mentioned minimal dimensions should be kept in mind when evaluating the
dimensions of a given numerical simulation.

Of further concern is the size of quasi-streamwise correlated large structures in the
logarithmic region of channel flow. With the continuous increase in feasible Reynolds
numbers for numerical simulation and more recent careful experimental measurements,
it becomes increasingly evident that a kind of “log-layer streak” needs to be considered
as a characteristic structure, having an extent of approximately L, /h =~ 20 and L, /h ~ 2
(Jiménez 1998, 2000a; Miyake, Tsujimoto, Sato & Suzuki 2000). The requirements for
simulating such large structures are beyond our present capabilities. On the other hand,
the significance of those very large structures for the hypothesis of our present research
project is most probably negligible.

5. Present series of simulations

Table 1 shows the parameters of the four present series of simulations. The three
different Reynolds numbers and box sizes — except for case V which has a slightly smaller
box than case I — are as in Moser, Kim & Mansour (1999) (AGARD Advisory Report
No. 345 1997, cf. also). The first three cases also coincide with those references in terms
of the grid resolution; case IV is a refinement of the high Reynolds number case and case
V is a super-refined case with modest Reynolds number.

Equilibrium states for cases I to III have been obtained by the interpolation and
temporal relaxation procedure described in Uhlmann (2000a). The previous reference also
documents the quality of the statistics of cases IT and III before starting to store individual
snapshots. Due to constraints on the computational ressources, the most intensive cases
IV and V are not run until statistics are fully converged after the initial transient is
discarded (cf. figure 2 for the evolution of skin friction; figures 3-8 for the available
statistics of limited quality).

Table 2 sums up the data production during the simulation series. Note that no snap-
shots have been generated for cases I, II so far since execution is possible on the local
IBM SP2 machine and does not require a large computational effort.

Concerning the temporal increment between successive instantaneous fields, we decided
to store after every elapsed wall-time unit, i.e. AT =1, which happens to correspond to
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transient statistics no. of snapshots written

I Vv V4 0
T vV V4 0
III Vv Vv 249
v - 240
vV o - 250
TABLE 2. Details of the data generation for the different plane channel flow cases described in
table 1.

10—11 (17) computational steps in case III (IV respectively) when a CFL-number of 0.5
is used.

The size of the raw data files (i.e. binary format 64bit floats, writing only the “useful”
modes in Fourier space and restricting to the two variables w, and ¢) is roughly 300MB
and 1GB for cases III and IV/V respectively.

6. Proposed future series

Here we propose additional experiments which could be carried out in case that com-
putational ressources are still available at the end of the present series.

Using the number of modes of cases IV or V| a case with an enlarged box could be run
so that potentially more “events” would be present in one field.

During the course of the investigation it might turn out that a reduced box dimension
is sufficient for our purpose so that even larger Reynolds numbers become accessible (or
equally: even more extreme super-resolutions).
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Appendix A. Constant mass flow-rate condition

The present condition for ensuring a constant mass flow-rate in pressure-driven plane
channel flow has been suggested by A. Pinelli (personal communication). We consider the
discrete equation for the constant-mode velocity Upyg at a given Runge-Kutta sub-step:

Uly —3* Uy =RHS + A (A1)

where 3 = Re/At, Re the Reynolds number, At the current time step, superscript
denoting differentiation with respect to the spatial coordinate y, RH S includes the non-
linear terms and A is the driving (pressure-gradient) term to be determined under the
condition of constant mass flow-rate Q¢ = f02 Uoody/2. We split the linear problem into
two parts: Upp = u1 + ug, where u; is the (numerically obtained) solution of the problem
(A1) with A = 0 and uy satisfies the counterpart u4 — 32 ug = A; both sub-problems are
subject to the no-slip boundary condition u;(0) =u;(2) =0. The latter problem admits
the following analytical solution:

At ePY 4 e Blu=2) 1 28

_ 22t A2
uz =4 Re 1+ e28 ’ (A2)
whith the associated flow-rate
At Be?P +3+1—e?!
Quz) = —A — (A3)

" Re B(1+e2P)

= h(f)

The forcing term is then simply obtained from the condition that Q(u1) + Q(u2) = Qo,
viz.

Re

A= NG (Q(u1) — Qo) - (Ad)

Note that limg_,o, h(3) = 1 which is a very good approximation for practical values of
(3 which almost always exceed O(10°).
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FIGURE 2. Temporal evolution of the plane-averaged skin friction ¢y during the initial sequence
of the plane channel flow simulations: (a) case IV (Re, = 590); (b) case V (Re, = 190). The

initial transient is due to the generation procedure of the initial field. The two lines correspond
to values averaged over the top and bottom wall-plane respectively.
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FIGURE 3. Mean velocity profile of the Re, = 590 case: ,run IV; —-— | Moser et al.
(1999). Lines for the bottom and the top half of the channel are superposed such as to provide
an estimate of the statistical uncertainty. (a) lin-lin plot; (b) log-lin plot.
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FIGURE 6. Mean velocity profile of the Re,; = 190 case: ,run V; —-— | Kim et al.

(1987). Lines for the bottom and the top half of the channel are superposed such as to provide
an estimate of the statistical uncertainty. (a) lin-lin plot; (b) log-lin plot.
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FI1GURE 7. Wall-normal profile of various components of the Reynolds stress tensor of the
Re; = 190 case. Legend as in figure 6.
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F1GURE 8. Wall-normal profile of the total shear stress of the Re, = 190 case. Legend as in
figure 6.



